Geometric quantum computation using nuclear magnetic resonance
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A significant development in computing has been the discovery that the computational power of quantum computers exceeds that of Turing machines. Central to the experimental realization of quantum information processing is the construction of fault-tolerant quantum logic gates. Their operation requires conditional quantum dynamics, in which one sub-system undergoes a coherent evolution that depends on the quantum state of another sub-system; in particular, the evolving sub-system may acquire a conditional phase shift. Although conventionally dynamic in origin, phase shifts can also be geometric. Conditional geometric (or Berry) phases depend only on the geometry of the path executed, and are therefore resilient to certain types of errors; this suggests the possibility of an intrinsically fault-tolerant way of performing quantum gate operations. Nuclear magnetic resonance techniques have already been used to demonstrate both simple quantum information processing and geometric phase shifts. Here we combine these ideas by performing a nuclear magnetic resonance experiment in which a conditional Berry phase is implemented, demonstrating a controlled phase shift gate.

Any quantum computation can be built out of simple operations involving only one or two quantum bits (qubits). A particularly simple two-qubit gate in many experimental implementations, such as nuclear magnetic resonance (NMR)3, is the controlled phase shift. This may be achieved using a conventional Berry phase, and thus quantum geometric phases can form the basis of quantum computation. We will use spin half nuclei as an example to demonstrate the feasibility of this approach, but the basic idea is general. In our experiments the state of one spin determines the Berry phase acquired by the other spin.

Suppose that a spin half nucleus undergoes a conical evolution with cone angle \( \theta \). Then the Berry phase is simply \( \gamma = \pm \frac{1}{\hbar} \Omega \cos \theta \), where the \( \pm \) signs depend on whether the system is in the eigenstate aligned with or against the field, and \( \Omega \) is the solid angle subtended by the conical circuit. We note that any deformation of the path of the spin which preserves this solid angle leaves the phase unchanged. Thus the phase is not affected by the speed with which the path is traversed; nor is it very sensitive to random fluctuations about the path.

Berry phases can be conveniently demonstrated in an NMR experiment5 by working in a rotating frame. We consider an ensemble of spin half particles in a magnetic field, \( B_0 \), aligned along the z-axis; their precession frequency is then given by the Larmor frequency, \( \omega_0 \). If the spins are irradiated by a circularly polarized radio-frequency pulse, \( B_1 \), at a frequency \( \omega_1 \), the total Hamiltonian (neglecting relaxation) may be written in the rotating frame as \( H = (\omega_0 - \omega_1)I_z + \Omega I_x \), where, following conventional NMR practice, the Hamiltonian is described in product operator notation and the field strengths are written in terms of their corresponding Larmor frequencies.

When \( | \omega_1 | < | \omega_0 - \omega_1 | \) the Hamiltonian lies close to the \( x \)-axis, while when \( | \omega_1 | > | \omega_0 - \omega_1 | \), the Hamiltonian lies close to the \( z \)-axis. If radio-frequency radiation is applied far from resonance, the system is effectively quantized along the \( z \)-axis, and if the radio-frequency sweep is swept towards resonance \( (\omega_1 = \omega_0) \), the effective Hamiltonian rotates from the \( z \)-axis towards the \( x \)-axis. If the frequency sweep is applied adiabatically then the spin will follow the Hamiltonian. Next, a circular motion can be imposed by adiabatically varying the phase of the radio frequency. When the Hamiltonian returns to the \( x \)-axis the frequency sweep may be reversed, so that the spin returns to its original state, aligned along the \( z \)-axis. The Berry phase acquired in this cyclic process is \( \pi \). If the radio-frequency field is not swept all the way to resonance, but only to some final value \( \omega_0 \), the Hamiltonian ends at some angle to the \( z \)-axis, and so circuits with arbitrary cone angles can be implemented. A similar case occurs if the frequency sweep is replaced by an amplitude sweep, in which the radio frequency is always applied away from resonance, and its amplitude is raised smoothly from zero to some final value, \( \omega_0 \).

This situation arises naturally in a system of two weakly coupled spins, \( J \) and \( S \). For simplicity we consider a heteronuclear system, so that \( \omega_1 \) and \( \omega_2 \) are very different, and only one spin (say \( J \)) is close to resonance. The two transitions of \( I \) (corresponding to the two possible states of spin \( S \)) will be split by \( \pm \gamma J \), and so will have different resonance offsets. After an amplitude sweep the orientation of the effective Hamiltonian depends on the resonance offset, and so \( \theta \) (and hence the Berry phase acquired) will depend on the state of spin \( S \). This permits a conditional Berry phase to be applied to spin \( I \), where the size of the phase shift is controlled by spin \( S \). If the radio frequency is applied at a frequency \( \delta \) (measured in Hz)
away from the transition frequency of spin $I$ when spin $S$ (the control spin) is in state 0, and $\nu_i$ is the maximum radio-frequency field strength (also in Hz), then the differential Berry phase shift

$$\Delta \gamma = \gamma_1 - \gamma_0 = \pm \pi \left[ \frac{\delta + J}{\sqrt{(\delta + J)^2 + \nu_i^2}} - \frac{\delta}{\sqrt{\delta^2 + \nu_i^2}} \right]$$

depends only on $\delta$, $\nu_i$ and $J$; it is independent of how the process is carried out as long as it is slow enough to be adiabatic, but rapid compared with the decoherence times ($T_1$ and $T_2$).

In addition to the geometric phases, there will also be additional dynamic phases, which do depend on experimental details. In principle these could be calculated and corrected for, but this is not practical as a result of $B_1$ inhomogeneity. The radio-frequency field strength will vary over the sample, and so different nuclei will acquire different dynamic phases; averaging over the sample will result in extensive dephasing. This can be overcome using a conventional spin echo approach: the pulse sequence is applied twice, with the second application surrounded by a pair of 180° pulses applied to spin $I$. This has the effect of completely refocusing the dynamic phase, and thus refocusing any inhomogeneity in it.

We note that this approach will only be successful if the dynamic phase terms are the same during the two halves of the spin echo, and thus it is important that any variation in these terms occurs on a timescale that is long compared with the echo time. In our experiments minor variations in the dynamic phase arising from the effects of molecular diffusion within the slightly inhomogeneous $B_1$ field are visible as a small loss in signal intensity. Similarly it is important to ensure that refocusing pulses are applied reliably, which is relatively simple within NMR. These issues must be considered when seeking to apply this approach with other experimental techniques.

This procedure would also cancel out the geometric phase, but this can be sidestepped by performing the radio-frequency phase sweep in the opposite direction, thus negating the geometric phase, so that the two geometric terms add together while the dynamic phases cancel out. Cancellation of dynamic phases arising from the natural evolution of spin $S$, could also be achieved by incorporating the sequence within another spin echo, involving 180° pulses applied to $S$. Similarly, in more complex spin systems, contributions to the geometric phase which depend on the states of other spins can be cancelled by the judicious application of further spin echoes. It might seem that this approach would require an exponentially large number of refocusing pulses, but this is not true, as nuclear spin–spin coupling is a local effect, so that couplings between distant nuclei can be safely neglected. It should also be possible to use efficient refocusing schemes based on Hadamard matrices, thus allowing the number of refocusing pulses to be further reduced.

In order to measure the sizes of $\gamma_0$ and $\gamma_1$, it is convenient to apply the Berry phase shifts to a spin $I$ in a coherent superposition of states, created by an initial 90° pulse. The pulse sequence (Fig. 1) then generates Berry phases that are determined by examining the final phases of the magnetization. As the two states of spin $I$ acquire equal and opposite phases, and the pulse sequence contains two separate periods in which phase shifts are generated, the total phase change observed is $4\gamma_i$ with a maximum value of 720°. A range of controlled Berry phases can be generated by choosing appropriate values of $\delta$ and $\nu_i$ ($J$ is fixed by the chemical system). For a given value of $\delta/J$ the controlled phase will rise and then fall as $\nu_i$ is increased. This approach will be most robust when the desired $\Delta \gamma$ occurs at the maximum of this curve, as the dependence on the size of $\delta$ is then reduced to second order. For the particular case of a controlled $\pi$ shift, the basis of the controlled-NOT gate, this occurs at $\delta = 1.059 J$ and $\nu_i = 2.112 J$.

NMR experiments were performed at 25°C using a home-built 500 MHz (1H frequency) NMR spectrometer on the OCMS, with two power ranges for 1H pulses. Hard pulses were applied using high power ($\nu_i < 25.8$ kHz) while adiabatic sweeps were performed using low power ($\nu_i < 774$ Hz). Radio-frequency amplitude and phase-calibration tables (available on most modern NMR spectrometers) permit the radio-frequency power level to be varied in a phase-coherent manner. The sample was prepared by dissolving 100 mg of 99% 13C-labelled CHCl3 in 0.2 ml of 99.96% CDCl3, and placing this in a Shigemi microtube. The single 1H nucleus was used as spin $I$, while the 13C nucleus was used as spin $S$ for this system $J_{12} = 209.2$ Hz. Spin–spin relaxation times (measured using Carr– Purcell–Meiboom–Gill sequences and averaging over the two components of each doublet) were 3.9 s for 1H and 0.3 s for 13C; the spin–lattice relaxation times (measured by inversion-recovery) were 7.6 s for 1H and 25.3 s for 13C. Experiments were performed with $\delta = 221.3$ Hz, and $\nu_i$ was varied between zero and its maximum value. Amplitude and phase sweeps were implemented using 200 linear steps of 100 μs, giving a total pulse sequence length of about 120 ms. The phases of the two 1H resonances were determined by fitting the free induction decay using home-written software. Reference phases were obtained as described in Fig. 1 (legend). The results are shown in Fig. 2; clearly the measured phases lie close to the theoretically predicted values. The controlled Berry phase rises smoothly to a broad maximum at 180°, and then slowly falls back towards zero. In order to investigate the effects of a breakdown in the adiabatic criterion, some measurements were repeated with faster sweeps. With a sweep step size of 50 μs (data not shown) the
results were similar to, but not quite as good as, those obtained with the slower sweep. Below 50 μs the loss of adiabaticity is severe and major distortions are observed. The step size should not be increased too far beyond the adiabatic threshold, as this will increase the effects of decoherence.

The conditional Berry phase gate demonstrated here depends only on the geometry of the path, and is completely independent of how the motion is performed as long as it is adiabatic; hence this kind of computation may be called geometric quantum computation. While this approach has no particular advantage over more conventional methods in NMR quantum computation, the basis idea is general, and could be applied in other implementations. Some of the methods described here have been partly covered in previous theory papers (such as refs 18 and 19), but there have been no previous experimental demonstrations. This new approach to quantum gates may become important, as it is naturally resilient to certain types of errors. In particular, suppose that the qubit, in addition to the circular motion which implements the geometric phase, also undergoes a random motion about its path due to some unwanted interaction with the environment. Such noisy motion leaves the total area approximately unchanged (although it changes details of the path), and so will not be reflected in the final Berry phase. Geometric phases thus offer the potential of performing quantum computations in a manner which is naturally tolerant of some types of fault. Further generalizations to non-abelian Berry phases, if implemented, may open entirely new possibilities for robust quantum information processing.20,21
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Liquid–vapour interfaces, particularly those involving water, are common in both natural and artificial environments. They were first described as regions of continuous variation of density, caused by density fluctuations within the bulk phases. In contrast, the more recent capillary-wave model assumes a scale–like local density profile across the liquid–vapour interface, whose width is the result of the propagation of thermally excited capillary waves. The model has been validated for length scales of tenths of micrometres and larger, but the structure of liquid surfaces on submicrometre length scales—where the capillary theory is expected to break down—remains poorly understood. Here we report grazing-incidence X-ray scattering experiments that allow for a complete determination of the free surface structure and surface energy for water and a range of organic liquids. We observe a large decrease of up to 75% in the surface energy of submicrometre waves that cannot be explained by capillary theory, but is in accord with the effects arising from the non-locality of attractive intermolecule interactions as predicted by a recent density functional theory. Our data, and the results of comparable measurements on liquid solutions, metallic alloys, surfactants, lipids and wetting films should thus provide a stringent test for any new theories that attempt to describe the structure of liquid interfaces with nanometre-scale resolution.

Figure 1 Schematic view of the experiment. The Teflon trough (inner diameter is 330 mm) is mounted on an active antivibration system under a helium atmosphere saturated with the vapour of the liquid under study. The monochromatic incident beam is first extracted from the polychromatic beam of the undulator source using a two-crystal diamond (111) monochromator. Higher harmonic light is eliminated using two platinum-coated glass mirrors, also used to fix the grazing angle of incidence θf. The incident and scattered beams travel through vacuum paths and the scattered signal is collected in a vertically mounted position sensitive detector (PSD). The size of the incident beam is fixed by a 265-μm × 250-μm slit, S1. The horizontal resolution of the experiment is fixed by the slits S2, 380 μm in width and S3, 545 μm in width, placed at 213 mm and 844 mm from the sample respectively, as well as by the illuminated area seen by the detector (dark grey parallelogram in centre of circle). The scattered beam is defined by the angles Ψ and θsc, q is the wavevector transfer.